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Programming models of Distributed Processing 

SCOPE 

Programming models of Distributed Stream Processing

Spark Streaming mllib
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The Hadoop Ecosystem is like software collections (e.g. 
Filesystem, OS, DBMS, Computing framework)of single 
machine, building upon distributed environment is the only 
difference.

HDFS

YARN

Mapreduce Spark Storm

OnlineBatch 

storage

manager

computing
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Question1:
How do you(only one person) count the number of occurrences 
of each word in a given input set ?

Question2:
If you are a master and have many slaves, How do you solve the 
problem?

Deer Bear River
Car Car River
Deer Car Bear
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In  Question2, you can be regarded as a master node which 
distributes tasks to slave nodes. And communication among 
you and your slaves are like information transferring.

So we actually can write 
Programs to solve the problem 
in distributed environment？
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Programming models of Distributed Processing help us scale up 
from single servers to thousands of machines. Rather than rely on 
hardware to deliver high-availability, the library itself is designed to 
detect and handle failures, so delivering a highly-available service 
on top of a cluster of computers, each of which may be prone to 
failures.

We only care 
logic according 
its framework
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The key point is to move computing according data (make 
computing especially “near” data) instead of moving data by 
network.
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How  to write a mapreduce program?

Map:
Design how to transform input  to ( key, value).

Reduce:
Think about how to operate a value collection which are 
same key(key, collection<value>).

Main:
configure all.
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The whole process contains splitting(how to split data), 
map(how to transform raw data)，shuffle(sort over nodes), 
reduce(aggregate and handle by key).
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Input to the Reducer is the sorted output of the 
mappers. In this phase the framework fetches 
the relevant partition of the output of all the mappers, via HTTP 
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The main abstraction in Spark is that of a resilient distributed 
dataset (RDD), which represents a read-only collection of objects 
partitioned across a set of machines that can be rebuilt if a partition is 
lost. 

1. Collections of objects 
spread across a cluster, 
stored in RAM or on Disk
2. Built through parallel 
transformations
3. Automatically rebuilt 
on failure
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Operations on RDD
1. Transformations
(e.g. map, filter, groupBy)
2. Actions
(e.g. count, collect, save)
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> val lines = sc.textFile(“hamlet.txt”)

> val counts = lines.flatMap( line=> line.split(“ ”))
.map(word => (word, 1))
.reduceByKey((x,y)=> x + y).collect()

“to be or”

“not to be”

“to”
“be”
“or”

“not”
“to”
“be”

(to, 1)
(be, 1)
(or, 1)

(not, 1)
(to, 1)
(be, 1)

(be, 2)
(not, 1)

(or, 1)
(to, 2)

(or, 1)
(to, 2)

(be, 2)
(not, 1)

textFile flatMap map reducebyKey

Partition

RDD
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Stage Graph

Needs to compute my 
parents, parents, parents, etc
all the way back to an RDD 
with no dependencies .

Hadoop RDD

FilterMap RDD

Map RDD Automatically rebuilt on failure 
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MapReduce
• Great at one-pass computation, but inefficient for multi-pass 
algorithms.
• No efficient primitives for data sharing.

Spark
• Extends a programming language with a distributed collection 
data-structure（RDD）. 
• Clean APIs in Java, Scala, Python, R.



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室MapReduce Vs Spark 

Same engine performs data extraction, model training and 
interactive queries 
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How to design a kmeans of mapreduce?  It means what you  do in 
the procedure of map and reduce to realize kmeans.

Map:
Assign each data to the cluster, we can get (clusterID, Data) 

Reduce:
Update the cluster means (clusterID, collection(Data))
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Some algorithm are not parallel such like SGD, how do we do?

We extend the algorithm.
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并行SGD
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How can we take advantage distributed resource to solve the 
problem of data streaming mining. Data Stream is sequential, 
but if we handle data sequential, we only can use one 
machine.

modelcompute

compute

compute

compute

model

data

data
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Internally, it works as follows. Spark Streaming receives live 
input data streams and divides the data into batches, which 
are then processed by the Spark engine to generate the final 
stream of results in batches.



Storm Concepts

1. Streams
– Unbounded sequence of tuples

2. Spout
– Source of Stream
– E.g. Read from Twitter streaming 

API

3. Bolts
– Processes input streams and 

produces new streams
– E.g. Functions, Filters, Aggregation, 

Joins

4. Topologies
– Network of spouts and bolts
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A Storm topology consumes streams of data and processes 
those streams in arbitrarily complex ways, repartitioning the 
streams between each stage of the computation however 
needed
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Update model by using mini-batch model.
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For each batch of data, we assign all points to their nearest 
cluster, compute new cluster centers, then update each cluster 
using:

Where 𝑐𝑡 is the previous center for the cluster, 𝑛𝑡 is the number of points 
assigned to the cluster thus far, 𝑥𝑡 is the new cluster center from the 
current batch, And 𝑚𝑡 is the number of points added to the cluster in the 
current batch. The decay factor 𝛼can be
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